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ABSTRACT

Enabling keyword queries over relational databases (KQDB) benefits a large population of users who have difficulty in understanding the database schema or using SQLs. However, since there are different interpretations for a query, the results of KQDB that mix different possible answers still make it hard for users to consume and extract the information that is interesting to them. To help users with different preferences understand the query results and quickly locate the desired information, this paper proposes generating easy-to-navigate hierarchical result views for each interpretation to the query on the fly. We define the structures for organizing these hierarchical views, provide metrics for evaluating them in terms of user navigation efforts, and develop an efficient algorithm for generating the view structures. The effectiveness and efficiency of the proposed approaches are verified through an experimental study.

Categories and Subject Descriptors

H.2 [Information Systems]: Database Management; H.3 [Information Systems]: Information Storage and Retrieval

General Terms

Algorithms, Measurement, Human Factors

1. INTRODUCTION

Keyword queries over relational databases (KQDB) have enabled a similar search paradigm to web search on relational databases for users who do not know the database structure or do not have the expertise to formulate queries in structured query languages such as SQL. Several recent research proposals [2, 7, 1, 6] extend the web search paradigm based on keyword lookup and search for appropriate matches to answer user queries against structured data.

Although the goal of enabling keyword search on structured data appears to be straightforward and simple compared to web search, it gives rise to ambiguous results even though the data source is constrained due to its structure and is confined to a single organization. The main reason for this apparent ambiguity is that the implicit structure of the data source, which is explicitly captured in SQL, cannot be specified using keyword searches. We contend that the structural information should be provided to the user in a “usable” form at the time when query results are presented. We illustrate the underlying principles of this research proposal with a concrete example.

Consider the database schema shown in Fig. 1 for an E-commerce web site that sells books. A typical keyword query against a relational database will result in matching the keyword against all the attribute values in all tables. For all tables that have a match, the search would proceed further to find joinable relationships with other tables and process the query as a union of a set of SQL queries. For example, a keyword query “Jeff” and “Database” could result in multiple interpretations. One interpretation could be that the user is interested in finding all records of customers “Jeff” who have purchased a “Database” book. This interpretation corresponds to a SQL query which involves a join between Customer and Item tables. The other interpretation could be that the user is interested in the “Database” books authored by “Jeff”. In this case, the underlying SQL query would involve a join between Author and Item tables.

The above example illustrates the ambiguity that results from an-
swering keyword queries by mapping them to a set of SQL queries. Furthermore, presenting the results indiscriminately as a set of matching tuples will make it extremely difficult for a user to extract the desired answer given that the answers, corresponding to multiple interpretations, are intermixed with each other.

Even for a single SQL query with a large result size, presenting the results in a more comprehensible way is desirable. Two recent proposals organize SQL query results in hierarchical category structures [3, 4], upon which a user can navigate along the parent-child hierarchy and selectively explore subsets of the results under certain levels of nodes. Each non-leaf node in the structure represents a filtering condition on the attribute values which is applied to the results from the parent node. The decision and organization of different filtering attribute values is made by summarizing user preferences based on past query workload. For example, the results of a “housing” query can be organized by neighborhood in the first level, and then categorized by price ranges in each neighborhood.

Unfortunately, the above approach does not help users consume the ambiguous results generated from mapping a keyword query to a set of SQL queries. Because the set of mapped SQL queries does not have a clear interpretation compared to a well defined SQL query. Moreover, the interpretation may not be clear for a single mapped SQL query. Typical keyword query processing just finds a join chain among a set of matching tables, and returns all tuples from all the tables in the join chain without discrimination of condition information and desired information. However, a user generally experiences two stages when she looks for her desired information: In the first stage, she collects all the conditions and picks the ones that may be of interest. In the second stage, she finds her desired information based on the selected conditions. We refer to this type of behavior as the two stage navigation pattern.

To help users consume the results and extract the desired information by effective condition pruning, we organize the results in a navigable hierarchical view for each interpretation of the keyword query. Each mapped SQL query could have multiple result views corresponding to different interpretations. For the example query of “Jeff Database”, if a user has specific database books in mind as search conditions for the customers “Jeff” who purchased these books, organizing the results in the form of Fig. 2(b) would satisfy her intention. On the other hand, organizing the results in the form of Fig. 3(a) may be more useful if the user wants to check the details of the order and order_line of customers “Jeff” step by step. Finally, if the user has some target customers “Jeff” as search conditions to find what database books they have purchased, organizing the results in the form of Fig. 3(c) is more appropriate.

We refer to such structures as schema trees. An example of a schema tree and the corresponding hierarchical result view is shown in Fig. 2(b) and Fig. 2(c). We refer to the nodes with condition information, such as Customer and Item, as predicate nodes, and the other nodes, such as Orders and Order_line, as non-predicate nodes. For each mapped SQL query, we generate candidate schema trees based on the two stage navigation pattern. A basic schema tree generation algorithm (BA) would put all predicate nodes in a single path as the top branch of a tree which can be checked together, and then grow non-predicate nodes from the existing branches of the tree. However, some schema trees are more appropriate for fast retrieval of information than others, hence we propose a navigation cost model for measuring schema trees in quantified user navigation costs. Based on the navigation cost model, we propose a navigation order aware schema tree generation algorithm (NOA) which is more efficient than the basic schema tree generation algorithm. The navigation order aware algorithm generates a small set of the most cost saving schema trees that represent different query interpretations in order of increasing costs. Then the corresponding hierarchical result views are shown to a user in the same order. The clearly structured views make it possible for users to quickly prune and decide the answers of interest.

2. KEYWORD QUERIES OVER RELATIONAL DATABASES

This section gives an overview of the underlying formulation and the basic approach for processing KQDB.

We assume a keyword query \( KQ = \{K_1, K_2, ..., K_m\} \) implies conjunctive search conditions \((K_1 \land K_2 \land ... \land K_m)\), and each keyword \( K_i \) can find (partial) matches in at least one column in the database. The database schema is represented as an undirected graph \( G_s \), in which each node is a relation in the database, and each edge represents a joinable relationship between two attributes in a pair of relations (e.g. primary key–foreign key). Formally, define a relation node \( n \) as \( R(A_1, A_2, ..., A_j) \), in which \( A_j \) is its attributes. Define a joinable relationship edge as \((R_i, R_r, A_1, A_r, card_i, card_r))\) where \( A_i \in R_i, A_r \in R_r \) are joinable attributes of the two relations \( R_i \) and \( R_r \), and \( card_i, card_r \)
A schema tree is a tree structure with a virtual root that is generated from a database schema subgraph $G$. It has two properties: (1) Correctness. It preserves the relations and relationships between relations in $G$. (2) Functionality. Its structure specifies all constraint information for organizing a data instance into a hierarchical view.

As in a database schema subgraph $G$, each node in a schema tree $T$ represents a relation, denoted as $r(A_1, A_2, \ldots, A_k)$. The edges in $T$ are of two types:

(1) Structural Join Edge $s$ (parent-child edge, represented using a solid line) by which the hierarchical structure is built, such as the Item-Customer edge in Fig. 2(b). Formally represent $s$ as $s(pm, cn, path, card, constraint)$, in which $pm$ and $cn$ are parent and child nodes respectively, $path$ represents the ordered sequence of the binary join relationships that justifies the join between $pm$ and $cn$, $card = \lceil a \rceil$ specifies the relative cardinality of $cn$ under $pm$, and $constraint = \{\text{as}\}[\text{null}]$. (2) Referential Join Edge $r$ (non-parent-child edge, represented using a dashed line) by which direct joinable relationships in $G$ are preserved, such as Orders-Order_line edge in Fig. 2(b). Formally represent $r$ as $r(ln, rn, A_t, A_r, card_l, card_r)$, which corresponds to a joinable relationship edge $(R_l, R_r, A_t, A_r, card_l, card_r)$ in the original database schema graph, and $ln$ and $rn$ correspond to relations $R_l$ and $R_r$. For the example of Orders-Order_line edge in Fig. 2(b), $ln$ and $rn$ are Orders, Order_line respectively, $A_t$ and $A_r$ are primary and foreign key $o_id$, $card_l = 1$ and $card_r = \ast$.

3.2 Generating New Schema Trees

To ensure the correctness of generated schema trees, we first transform $G$ to an initial tree $T_{init}$, the flattest tree where all nodes are under a virtual root and connected by referential join edges as illustrated in Fig. 5. Then we apply an operator called $nest$ to construct structural join edges based on $T_{init}$, hence producing new schema trees.

The $nest$ operator is in the form of $nest(pm, cn, path)$, in which $cn$ is a free node, $pm$ can be a free or non-free node, and $path$ specifies the particular ordered binary join sequence from $pm$ to $cn$. When $path$ is obvious, we simply denote $nest(pm, cn, path)$ as $nest(pm, cn)$. We consider a node to be free if it is not attached to a structural join edge. If $pm$ is a free node, it constructs a new subtree with itself as the root and $cn$ as the child, such as $nest(Item, Customer)$ in Fig. 6(a). If $pm$ is not a free node, after initializing a new structural join edge $s$, we check the relationships between $cn$ and each of the ancestors of $pm$, and update the tree structure accordingly as follows: (1) Remove the referential join edge between $cn$ and the ancestor of $pm$ if it exists, because this relationship is already captured in the hierarchy. (2) Add ancestor constraint reference to the structural join edge between $pm$ and $cn$, if its path overlaps with the path of the ancestor edge. Fig. 7 demonstrates the processing steps of $nest(\text{Orders, Order_line})$ where Or-ders is a non-free node. In step (c), we remove the referential join edge between $Item$ and $Order_line$, and add the ancestor constraint $s(\text{Item, Customer})$.

3.3 Schema Tree Definition

Definition 1. A schema tree is a tree structure with a virtual root that is generated from a database schema subgraph $G$. It has two properties: (1) Correctness. It preserves the relations and relationships between relations in $G$. (2) Functionality. Its structure specifies all constraint information for organizing a data instance into a hierarchical view. We first define such a structure called a schema tree. Then we discuss how to enumerate different schema trees, and efficiently generate “good” schema trees on which the user efforts for navigation are reduced according to a navigation cost model.
no relationship is removed except when it is already captured in the tree hierarchy.

Note that the total number of trees that can be enumerated by applying nest is exponential with respect to the total number of nodes. However, enumerating all these trees is not practical for the purpose of one-time query navigation, because we are only concerned with “good” schema trees that are easy for users to navigate and to quickly locate the desired information. So a measure of such “good” schema trees is required for ranking and an effective algorithm should only output the higher ranked trees.

3.3 Navigation Cost Model

The structure of a schema tree confines the paths along which a user can navigate on the corresponding instance trees. So our metric for evaluating schema trees uses a navigation cost model, which accounts for user navigation efforts taken during each traversal of an instance node or an edge. A tree with a smaller navigation cost is supposed to be easier to navigate than trees with larger costs. However, enumerating all these trees is not practical for the purpose of one-time query navigation, because we are only concerned with “good” schema trees that are easy for users to navigate and to quickly locate the desired information. So a measure of such “good” schema trees is required for ranking and an effective algorithm should only output the higher ranked trees.

For example, navigation on $T_1$ of Fig. 3(a) starts from Item obviously. In the first stage, it locates all predicate nodes Item and Customer in a single path. In the second stage, it visits Orders and Order_line below a certain Customer. Navigation on $T_3$ of Fig. 6(a) also starts from Item because Item is both a root of a subtree and has the smallest data cardinality. Then the navigation paths on $T_3$ and $T_1$ are the same in the first stage, but the navigation path on $T_3$ in the second stage goes through referential join edges. When navigating a referential join edge, a user has to do some additional work to connect the instances of the two end relation nodes by the same result ids. In contrast to $T_1$ and $T_3$, navigation on $T_3$ of Fig. 6(b) cannot locate the predicate nodes Item and Customer in a single path, so in the second stage it needs to check all Order_line and Orders to ensure the correspondences between Item and Customer.

Based on the above two stage navigation pattern, define the total navigation cost for a SQL query $Q$ on a given schema tree $T$ as $cost(T, Q) = cost_1(T, Q) + \alpha \cdot cost_2(T, Q)$, where $cost_1(T, Q)$ and $cost_2(T, Q)$ are the navigation costs in the first and second stage respectively, and $\alpha$ is the selectivity of the data explored in the second stage which is determined by the single path condition. $cost_1(T, Q)$ and $cost_2(T, Q)$ are computed by adding up the costs for navigating from all the first level nodes to the last level nodes in the navigation paths of the first and second stage respectively. For example, $cost_1(T_1, Q)$ is the cost for navigating from all Items to all corresponding Customers in Fig. 3(b).

The basic method for computing the cost on a navigation path is as follows: Compute the cost for navigating from a first level instance node and then sum up the costs for all such instances. The cost for navigati on from an instance node $tn$ at a certain step is computed recursively by adding the unit costs for visiting $tn$, traversing the edges between $tn$ and the next step instance nodes $tn_{j+1}$, and the costs for navigating from each $tn_{j+1}$. Let $c_{s}$, $c_{r}$ and $c_{c}$ be the unit cost of visiting an instance node, traversing a structural join edge and a referential join edge respectively (we set $c_{s} < c_{r} < c_{c}$ based on the convenience of visiting). Formally define the cost for navigating from an instance node $tn$ at the $(i-1)$th step to the instance nodes $tn_{j}$ at the $i$th step of the navigation path, $cost(tn, T, Q) = c_{n} + \sum_{j} (cost(tn_{j}, T, Q) + c_{s/r})$, in which $tn$ is an instance of $R_{i-1}$, $tn_{j}$ is an instance of $R_{j}$, $3s/r(R_{i-1}, R_{j}) \in T$ and $c_{s/r} = c_{s}$ or $c_{r}$ depending on the type of the edge between $R_{i-1}$ and $R_{j}$.

For example, navigating from Item to Customer $C_1$ and $C_2$ on $T_1$ in Fig. 3(b) has cost $c_{n} + (c_{s} + c_{c}) + (c_{s} + c_{c}) = 3c_{n} + 2c_{s}$. The first stage navigation, which means navigating from Item to Customer $C_1$ and $C_2$, and navigating from $I_2$ to $C_1$ and $C_2$, has cost $cost_1(T_1, Q) = 3c_{n} + 2c_{s} + 3c_{n} + 2c_{s} + 6c_{n} + 4c_{s}$.

The basic cost computing method is intuitive, but not efficient. So we propose an optimized cost computing method based on the following observations: First, the number of nodes at a given level of navigation is equal to the number of instances joining all the relations in a prefix of the navigation order, beginning with the navigation start relation and ending at the current relation. Second, the number of edges at a given level of navigation is equal to the number of downstream nodes. For example in $T_1$ of Fig. 3(b), the number of Customers at the second level of the first stage navigation is $|join(Item, Customer)| = 4$, and the number of edges $|s(Item, Customer)|$ is the same. The number of the first level nodes Item is the cardinality of the Item relation, $|join(Item)| =
2. Third, on joining the same set of relations, the cardinality of join instances is irrelevant to the navigation order of these relations, such as $|\text{join}(\text{Item}, \text{Customer})| = |\text{join}(\text{Customer}, \text{Item})| = 4$ on $T_1$ and $T_2$. We use the first two observations to transform the recursive computation in the instance level to the relation level. We use the third observation to share the cardinalities of join instances for computing the navigation costs of different trees. For $T_1$ and $T_2$, the first stage navigation costs are only decided by the cardinalities of $\text{Item}$ and $\text{Customer}$. It is then obvious that the first stage navigation cost of $T_1$ is smaller than that of $T_2$, and actually the same holds for the total navigation costs of $T_1$ and $T_2$.

3.4 Generating Easy-to-Navigate Schema Trees

Analyzing the basic schema tree generation algorithm in Section 1 according to the navigation cost model, we notice two key inefficiency issues: (1) It generates redundant trees, e.g., two trees with the same navigation order but different navigation costs may be generated, such as $T_1$ of Fig. 3(a) and $T_3$ of Fig. 6(a). In this case, we just need to keep the tree with the smaller cost by giving preference to structural join edges instead of referential join edges. (2) It does not prioritize the generation order of trees with respect to increasing costs, so a user could see a larger cost tree before seeing a smaller cost tree, such as $T_2$ before $T_1$.

To prioritize the generation order of trees, we use a technique similar to the optimized cost computing method and refer to it as prioritizing generation. Define path cardinality to be the sum of the cardinalities of join instances of different levels of relations in a given navigation path. We use path cardinality, especially the path cardinality of the first stage navigation path, as an estimation of the navigation cost, and schedule generating trees in increasing path cardinality. For example, the path cardinality of the first stage navigation on $T_1$ is $\text{path cardinality}_1(T_1) = |\text{join}(\text{Item})| + |\text{join}(\text{Item}, \text{Customer})| = 2 + 4 = 6$. The first stage path cardinality on $T_2$ is $\text{path cardinality}_1(T_2) = |\text{join}(\text{Customer})| + |\text{join}(\text{Item}, \text{Customer})| = 3 + 4 = 7$. So $T_1$ is generated before $T_2$. Another heuristic technique based on the path cardinality, which we refer to as shallow tree first, is that in the second stage of navigation, shallow branches tend to have smaller path cardinalities than deeper branches, so shallow branches are created before deeper branches.

Thus we propose a navigation order aware schema tree generation algorithm (NOA) as the following:

1. Compute and sort path cardinalities for different predicate single paths, and build the top branches of different trees in sorted order.

2. $\text{next}$ non-predicate nodes under the bottommost predicate node of the top branches in increasing tree heights, i.e., for each of the existing trees, $\text{next}$ any of the free non-predicate nodes into the bottommost predicate node or any non-free non-predicate node.

Step 1 prioritizes the generation order of trees. Step 2 reduces the number of candidate parents for $\text{next}$, thus reducing the number of redundant trees. To illustrate the algorithm for our running example, at step 1, we compare the path cardinalities of $\text{Item} \rightarrow \text{Customer}$ and $\text{Customer} \rightarrow \text{Item}$, and decide to build the first top path first because it has smaller path cardinality. At step 2, we $\text{next}$ Orders and $\text{Order line}$ at the same level under $\text{Customer}$ and generate the tree in Fig. 2(b), then still from the top branch $\text{Item} \rightarrow \text{Customer}$ we $\text{next}$ Orders into $\text{Customer}$ and $\text{next}$ $\text{Order line}$ into $\text{Orders}$ (or $\text{next}$ $\text{Order line}$ first), increasing the tree height by one and generating $T_2$ of Fig. 3, and so on. Let $|P|$ be the number of predicate nodes, and $|V|$ be the total number of nodes in the database schema subgraph $G$. The upper bound of the number of schema tree generated by this algorithm is $|P|! * ([V] - |P|)! * 1 * ([V] - |P| - 1)! * 2 * 1 * ([V] - |P| + 1)! = |P|! * ([V] - |P|)! * ([V] - |P| + 1)!$. Note that this is a very loose upper bound, because it includes duplicate trees. However, in the implementation of step 2, we prune the duplicate trees. Furthermore, $|P|$ and $|V|$ are usually very small in practice.

4. EXPERIMENT EVALUATION

This section evaluates the effectiveness of the navigation cost model and the tree generation algorithms as compared to real user navigation behaviors by a user study, and verifies the efficiency of our approaches by comparing different cost computing and algorithm settings on a synthetic data set. The implementation was done in Java. All the experiments were executed on a Dell PC of 1.4M HZ processor and 768M memory running Windows XP SP2.

4.1 Effectiveness of Satisfying User Preference

Note that the problem of result ambiguity, which is the focus of this work, is different from existing proposals for keyword queries over relational databases [2, 7, 1, 6]. The queries we are handling do not have clear interpretations as in the cases of well defined SQL queries. Thus we decided to do a user study solely on the approaches we propose instead of comparing with existing result presentation approaches, such as [3, 4] which address the problem of presenting the results of well defined SQL queries.

To evaluate the effectiveness of the navigation cost model for ranking and prioritizing tree generation of the navigation order aware algorithm according to user preferences, we implemented a user interface to show different hierarchical organizations of the data representing different schema trees for a single query. The chosen schema trees consist of all the trees generated from the navigation order aware algorithm and the trees without free nodes generated from the basic algorithm. The trees are shown in pairs for easy comparison. The program computes a user’s rank of trees based on pairwise comparison results.

We use the IMDB movie data set [8]. We chose five relations $\text{Movie}, \text{Director}, \text{Rating}, \text{Genre}$ and $\text{Keyword}$, and built a relational schema in which the latter four relations are connected by $\text{Movie}$. All primary-secondary key relationships are built on the titles of movies. We designed four queries as user tasks shown in Table 1 and indexed by $\text{Query}$. The user studies were conducted on 10 subjects (graduate students). Each user task requires navigating and locating his/her desired information within the query results on each tree, and judging which tree is easier for such navigation.

| Table 1: Queries for User Study Tasks |
|-----------------|-----------------|
| $\text{Query}$   | $\text{Task}$         |
| director name like ‘Frank’, movie rank $> 7.5$ | 1 |
| movie title like ‘Frank’, movie rank $> 7.5$ | 2 |
| movie rank $> 8.5$, movie plot like ‘prison’ | 3 |
| movie with title like ‘Family’ and produced in 2008 | 4 |

Two measures are used for comparing the subjects’ ranks and the ranks given by our cost model: (1) Normalized Average Rank Distance (NARD), the average absolute difference of the two ranks on the same trees normalized by the maximum rank difference. NARD is in the range of $[0,1]$, the smaller the better. (2) Majority Voted Rank (MVR) Precision, an approach inspired by the measure of page relevance in the user study of [5], the larger the better. The user rank of a tree, MVR, is computed by taking the majority of subject ranks. MVR Precision is the percentage of matches between MVR and the ranks given by the cost model. From the re-
We evaluated the two techniques used in the navigation order aware algorithm i.e., prioritizing generation and shallow tree first as follows: (1) Best Tree Evaluation, measure the precision (percentage) that the algorithm and the subjects agree on the best trees for different navigation orders. (2) Shallow Tree Evaluation, measure the precision (percentage) that the algorithm and the subjects agree on the shallow tree first heuristic among the trees satisfying the single path condition. Since the trees generated for QI1 and QI3 have more distinct navigation orders because more relations are predicate nodes, and the trees generated for QI4 have more non-predicate nodes, we did evaluation (1) on QI1 and QI3, and evaluation (2) on QI4. The results are shown in Table 3 and Table 4. The precision results here are not as good as that of the cost model. One reason is that prioritizing is based on the intuitions from path cardinality which does not completely compute the navigation costs before hand. Another reason is that users’ personal preferences might not always be consistent with the computed costs.

### Table 2: Ranking Precision of Cost Model

<table>
<thead>
<tr>
<th>QI</th>
<th>NARD</th>
<th>MVR Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.22</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

We evaluated the two techniques used in the navigation order aware algorithm i.e., prioritizing generation and shallow tree first as follows: (1) Best Tree Evaluation, measure the precision (percentage) that the algorithm and the subjects agree on the best trees for different navigation orders. (2) Shallow Tree Evaluation, measure the precision (percentage) that the algorithm and the subjects agree on the shallow tree first heuristic among the trees satisfying the single path condition. Since the trees generated for QI1 and QI3 have more distinct navigation orders because more relations are predicate nodes, and the trees generated for QI4 have more non-predicate nodes, we did evaluation (1) on QI1 and QI3, and evaluation (2) on QI4. The results are shown in Table 3 and Table 4. The precision results here are not as good as that of the cost model. One reason is that prioritizing is based on the intuitions from path cardinality which does not completely compute the navigation costs before hand. Another reason is that users’ personal preferences might not always be consistent with the computed costs.

### Table 3: Precision of Best Trees

<table>
<thead>
<tr>
<th>QI</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
</tr>
</tbody>
</table>

### Table 4: Precision of Shallow Tree First

<table>
<thead>
<tr>
<th>QI</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### 4.2 Efficiency of Tree Generation

To evaluate the efficiency of the proposed tree generation algorithm and cost computing method, we form four settings by combining one algorithm from the algorithm set {basic (BA), navigation order aware (NOA)} and one method from the cost computing method set {basic (BC), optimized (OC)}: (1) BA+BC, (2) BA+OC, (3) NOA+BC, (4) NOA+OC.

We conducted the evaluation on a well-known synthetic data set TPCW [9]. The TPCW scaling factors: number-of-items and number-of-EB, are set to 10K and 20 respectively. The size of the database is 70MB. We use synthetic SQL queries which correspond to meaningful keyword queries as input. These queries were generated as follows: First, asked a volunteer to create 12 query templates and specify regular expressions for the possible conditions. Then, we created 10 queries from each query template by filling the single path condition. Since the trees generated for QI1 and QI3 have more distinct navigation orders because more relations are predicate nodes, and the trees generated for QI4 have more non-predicate nodes, we did evaluation (1) on QI1 and QI3, and evaluation (2) on QI4. The results are shown in Table 3 and Table 4. The precision results here are not as good as that of the cost model. One reason is that prioritizing is based on the intuitions from path cardinality which does not completely compute the navigation costs before hand. Another reason is that users’ personal preferences might not always be consistent with the computed costs.

### Figure 8: Comparison of Tree Generation

(a) Total Generation Time  
(b) #Trees Generated

5. CONCLUSION

We have observed the problem of result ambiguity in keyword queries over relational databases. In this paper, we propose presenting different result interpretations in different navigable result views. We represented each result interpretation as a light-weight navigable hierarchical structure called a schema tree. We measured "good" schema trees using a cost model which is derived from general user navigation behaviors rather than past query workload. Based on the cost model, we have proposed an efficient algorithm to generate a best set of schema trees, each of which captures a different interpretation for the keyword query.
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